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INTRODUCTION

On January 21, 2015, Svetlana Davydova was arrested and charged with treason under Article 275 of the Criminal Code of the Russian Federation.1 She was accused of divulging secret military operations that “could have been used against Russian national security.”2 As it happened, in April 2014, Davydova had spotted a military convoy near her home in Smolensk Oblast’, reasoned that it was headed for Ukraine, and called the Ukrainian embassy to report the convoy’s whereabouts.3 After her neighbors tattled on
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her, the Federal Security Service (FSB) came calling. However, the charge of treason created a metaphysical paradox, because at the time, in the world constructed by Kremlin-aligned media, there were no Russian troops in Ukraine. How, then, could Davydova have betrayed her country by revealing a military unit’s position to the adversary . . . when there was no adversary, and there was no unit? The Kremlin, realizing the mutually exclusive nature of the charges vis-à-vis the party line, hastily released Davydova on February 3, after which it became known on March 13 that all charges against her were dropped.

In November 2022, as we near the ninth month of all-out war between Russia and Ukraine and the ninth year since Russia first invaded Ukraine, this episode perfectly encapsulates the miasmatic senility within which the Kremlin wallows—and within which it has attempted to force the victims of its information war efforts to shamble for eight years. Since 2014, the Kremlin’s strategy in the information war has been one of confounding polyphony. Gone is the painstaking, surgical precision of KGB disinformation campaigns, replaced by a tsunami of cheap, sloppy, easily disproven falsehoods designed not to take over the marketplace of ideas, but to burn it down, to erode trust in democratic institutions, and, critically, to keep audiences on the edge of hysteria. The purpose of the Kremlin’s information war efforts domestically and abroad has been not simply to sow distrust, but to convince audiences to stop believing in the bare existence of truth—the apotheosis of postmodernism gone wrong. It has been a campaign to export a hallmark of authoritarianism wherein mutually exclusive ideas are peddled simultaneously—e.g., our enemies are simultaneously strong and weak, treacherously devious and laughably foolish, in accordance with what we need them to be on any given day.

This modern (or postmodern) hydra of disinformation is a many-headed, self-regenerating beast requiring multipronged, interdisciplinary countermeasures. Democracies worldwide have been experimenting with different approaches, metaphorical vaccines and sera to disinformation, including state-run fact-checking operations, strategic communications, cross-sector funding and collaboration, and media literacy initiatives. However, despite an array of regulatory steps, most nations have shied away from passing legislation targeting disinformation spread. Only a few have implemented legal interventions, and they have done so to varying degrees of success, typically in the face of political headwinds and without a clear understanding of the social, technological, and cognitive causal chains the laws would trigger. Nevertheless, tailored legislation remains a viable countermeasure to disinformation and the information war efforts of the West’s geopolitical adversaries. The issue is that the few enacted laws have not been appraised in an empirically sound manner, and countries will be reticent to consider further counter-disinformation legal interventions without understanding the causal chains of the legislation already in effect. Such (understandable) reticence would deprive the West of a potentially important counter-disinformation tool.

The solution to this dilemma may lie in international public health policy, where legal epidemiology—“the study of law as a factor in the cause, distribution, and prevention of disease and injury”—has been a burgeoning methodology for the past several years. Even without the obvious relationship between disinformation and public health that came to light during the COVID-19 pandemic, and ignoring the easy-fitting biological framing of the spread of (dis)information, legal epidemiology’s bridging between lawyers, policymakers, practitioners, and scholars is precisely the remedy that the fledgling realm of counter-disinformation legislation needs.

In particular, scholars of counter-disinformation policy should adopt and implement the Identifying Data for the Empirical Assessment of Law (IDEAL) method to evaluate the effectiveness, causal pathways, and outcomes of implemented
counter-disinformation laws. IDEAL, developed by a team of public health scholars and lawyers, to evaluate health outcomes of abortion regulations, is used to “form . . . a causal logic model setting out events and outcomes that may plausibly occur assuming key facts that can and should be investigated in future research.” The models’ “value lies in identifying evidence that can be useful in making tentative inferences about legal effects in the absence of direct evidence, and in pointing to important research questions.” The IDEAL method attempts to create an objective framework for crystallising the various influences and consequences attributable to the impact of specific . . . restrictions, leading to the identification of untapped scientific evidence on plausible effects of the law.” Absent direct evidence, the IDEAL method “can also serve a precautionary role” by shedding light on “non-trivial” links in the causal chain that policymakers must heed when shaping a legal intervention. Just as IDEAL was originally applied to six types of laws regulating abortion access and provision, so should it be applicable to different types of laws designed to combat the spread of disinformation—laws whose construction would undeniably benefit from causal modeling and empirical evaluations, which have thus far been limited.

This Article presents an initial application of IDEAL to the counter-disinformation context, (1) highlighting links in multiple causal models that have been empirically studied, thereby allowing one to infer a causal path affected by relevant law, and (2) identifying empirical gaps in the models. The Article’s objective is to provide a concrete example of how to model and quantify the effects of counter-disinformation legislation, which may well be an effective instrument against the postmodern information war efforts of the Kremlin and the more traditional strategies of other adversaries. It need only be enabled by the proper methodology.

I. BACKGROUND AND METHODOLOGY

Implementation of the IDEAL method to counter-disinformation legislation is similar to its use in the abortion law context. As Burris et al. note, “[a]bortion laws, like other legal interventions, operate in a complex and context-dependent manner, with multiple components that may be non-linear in their effects,” and the same principle applies to counter-disinformation laws. IDEAL was designed to assess laws from different countries and legal systems, which makes it a perfect analytical tool for a global legal landscape as uneven as the counter-disinformation one. Moreover, IDEAL’s
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purpose is “to support the development of evidence-based guidelines and practices by identifying . . . evidence . . . that does not explicitly address law, but can nonetheless enhance the understanding of legal effects and identify priority research topics.” Additionally, as Burris et al. acutely point out, though “[h]uman rights approaches have galvanised abortion law reform across numerous countries . . . human rights analysis is not designed to empirically assess how legal provisions regulating abortion shape the actual delivery of abortion services and outcomes.” It has become similarly voguish to lambast counter-disinformation efforts through a human rights lens, and this criticism is equally ill-equipped to develop empirical guidelines for crafting such policies. At the same time, current literature laments the limitations of extant methodologies to conduct empirical assessments of counter-disinformation laws. Thus, IDEAL is exactly the method with which we can begin to fill the gaps in our understanding of the effects of counter-disinformation laws passed by democratic governments.

The IDEAL method unfolds in three steps: the identification of empirical research showing the effects of given legislation, the development of causal logic models for relevant legal interventions, and a second rapid scan informed by the developed causal models.

For the first step, a rapid scan was conducted for research on counter-disinformation legislation generally. A broad net was cast, and search terms included counter-disinformation, law, disinformation, propaganda, misinformation, fake news, and information war. These searches were run in Proquest’s Policy File Index, the Harvard Misinformation Review, and Proquest’s Politics Collection on the assumption that these were the databases most likely to have relevant, up-to-date research on the existing laws. Each search was supplemented with an additional search for gray literature, and search results’ references were reviewed for additional relevant material. The first step concluded with a data abstraction table summarizing the discovered empirical assessments.

For step two, causal models were developed for the three kinds of legal interventions revealed by the research in the first step. These models depict conceivable pathways from the intervention’s implementation to the outcomes discussed in the research.
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Step three relied on the models generated in step two to conduct a second rapid scan of nonlegal studies assessing “whether the processes and outcomes posited in the models do, in fact, occur, and with what frequency, severity or consequence.”31 It is this step that crystallizes IDEAL’s utility, enabling the inference of causality even when there is a lack of direct research on a law’s effects.32 It is this research of the intermediate links in the causal chain that can “support plausible inferences of causality for practical policy and guideline development purposes.”33

For the purposes of this Article, ostensible counter-disinformation or counter-propaganda laws passed by authoritarian or quasi-authoritarian regimes were ignored. The legislative process and purpose of such laws are not congruent with the process and purpose of genuine—if poorly crafted—laws passed by democratic governments. Authoritarian regimes use the cover of “counter-propaganda” measures to suppress free speech, typically through the weaponization of the criminal code—there is a clear difference between authoritarian legislation designed to safeguard the power of the regime and democratic legislation designed (again, possibly poorly designed) to protect the marketplace of ideas.34 For this reason, research on the mechanisms of sham legislation passed by Russian, Chinese, Iranian, and other authoritarian regimes was omitted, as was research on Singapore’s Protection from Online Falsehoods and Manipulation Act,35 considering its quasi-authoritarian nature.36

Also omitted was research into cybersecurity and electoral finance laws in favor of research on laws expressly designed to counter the spread of disinformation.37 For this first implementation of IDEAL in the counter-disinformation context, the research net, though broadly cast, still had to be narrow enough to avoid findings that were overly sprawling.

II. CONCEPTUAL MODELS AND CAUSAL PATHWAYS

Just as there is a deficit of empirical studies in the abortion policy context, there are even fewer such studies assessing either the effects of counter-disinformation laws or
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counter-disinformation itself on society. For some types of laws, like conscientious objection provisions, Burris et al. faced the problem that though there were multiple instances of the law’s enactment, there were few empirical studies directly linking the law to public health outcomes. In the counter-disinformation context, there are both few enacted laws and few empirical studies—including studies focusing on each causal chain’s various links, which are what enables IDEAL. Though this makes the initial application of IDEAL to the new context somewhat frustrating, it simultaneously underscores its urgency and value, as “causal modelling is an expeditious way to identify data that measures the effects of processes that law requires or will influence.”

Research revealed three main types of legal interventions currently enacted by democratic regimes, as shown in Table 1. These interventions are (1) laws requiring an entity, typically one publishing communications on behalf of a foreign principal, to label any communications as being disseminated by a foreign agent, (2) laws criminalizing the publication of false information online, and (3) laws or executive acts banning a social media outlet, online print news publication, or television channel. There exists enough research to enable the creation of causal models for each of these types of law, and their causal pathways and outcomes are presented in Table 1, with representative examples of studies supporting them.

Table 1. Causal Pathways Linking Legal Regulations of Disinformation to Plausibly Related Outcomes and Relevant Research.

<table>
<thead>
<tr>
<th>Legal Intervention</th>
<th>Sample Acts</th>
<th>Select Causal Pathways</th>
<th>Plausibly Related Outcomes</th>
<th>Examples of Relevant Research</th>
</tr>
</thead>
</table>
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| Law requires affiliation labeling. | Foreign Agents Registration Act (United States). | • Entity ceases spreading information.  
• Entity self-labels.  
• Entity refuses to self-label.  
• Enforcement mechanisms. | • Entity keeps spreading information.  
• Prevention of the further spread of false information.  
• Increased public awareness of false information.  
• Prosecution as a result of noncompliance.  
• Reputational costs for the labeled entity.  
|---|---|---|---|---|
| Law criminalizes publishing false information online. | NetzDG (Germany); Law Against the Manipulation of Information (France). | • Social media user behavior.  
• Hosting platform behavior.  
• Oversight effectiveness.  
• Enforcement mechanisms. | • Removal of false information.  
• Removal of protected information.  
• Prevention of the further spread of false information.  
• No effect.  
• Streisand effect. | JUDIT BAYER ET AL., DISINFORMATION AND PROPAGANDA – IMPACT ON THE FUNCTIONING OF THE RULE OF LAW IN THE EU AND ITS MEMBER STATES 96–107 (2019); HEIDI TWOREK & PADDY LEERSSEN, AN ANALYSIS OF GERMANY’S NETZDG LAW (2019); NINA JANKOWICZ & SHANNON PIERSON, FREEDOM AND FAKES: A COMPARATIVE EXPLORATION OF COUNTERING DISINFORMATION AND PROTECTING |
Prior to developing conceptual models for the laws, it was also necessary to create a model for the spread of disinformation itself. This is to enable the identification of where in the larger causal chain the modeled legal interventions actually intervene—and what links of the chain could be targeted by future legislation. A review of the literature reveals broad consensus on the societal, political, and technological mechanisms and purposes of disinformation. Synthesizing the literature could yield a conceptual model like in Figure 1, which focuses specifically on disinformation spread on social media (and not via television, radio, print media, or traditional online news outlets).
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"At the core, disinformation is designed to destabilize."\(^\text{42}\) With the post–2014 Kremlin as the strategy’s poster child, disinformation’s goal is to reduce Western audiences’ trust in democratic institutions,\(^\text{43}\) prime audiences to vote in a way that favors electoral outcomes desired by the West’s adversaries,\(^\text{44}\) and generally cause chaos to destabilize the domestic environment, possibly through violence.\(^\text{45}\) The spread of disinformation achieves this goal through concrete causal pathways, taking advantage of audiences’ media illiteracy,\(^\text{46}\) favorable social media algorithms,\(^\text{47}\) an unprepared fourth estate,\(^\text{48}\) and existing financial incentives for spreading viral content\(^\text{49}\) to drown out true information and normalize fringe views. Unanswered, this results in hyper-partisan,
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mutually unintelligible public discourse,50 ideological siloing,51 and societal schisms on the basis of affective ideologies52 that can, in turn, lead to the aforementioned strategic goals.

A. Labeling Laws

A labeling law, such as the United States’ Foreign Agents Registration Act (FARA), signed in 1938 as an explicit measure to counter Nazi and Soviet propaganda efforts,53 requires an entity operating on behalf of a foreign principal to accompany all public communications with conspicuous notice of the entity’s foreign allegiance. A labeling law leverages public shaming and transparency to stymy such an entity’s communication efforts.54

The model in Figure 2 conveys the major inflection points in the causal chain set off by the implementation of a labeling law. One experiment tested the effectiveness of labeling in reducing Facebook users’ vulnerability to Russian memes,55 and there is a breadth of literature on labeling effectiveness in other contexts, e.g. warning labels in consumer products, but no studies yet link FARA directly to societal outcomes.56
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After such a labeling law’s enactment, an entity identified by the law must register with the relevant federal organ and then make plain its affiliation in every public communication. The decision to self-label is largely contingent on the entity’s awareness of possible reputational costs labeling could incur and the potential cost of noncompliance. The government’s assiduousness in monitoring affected entities and enforcing the law also influences this decision. Should an affected entity decide to ignore the law, the enforcement mechanism is triggered successfully only if the government has a capable enough monitoring system, which is complemented by means of compelling an entity to register. Absent an effective monitoring operation, an entity can skirt the law indefinitely.

If, however, an entity chooses or is compelled to obey and begins to self-label, the limited research suggests that the outcomes may be largely positive. Labeling improves the audience’s awareness of the issue of source alignment generally, possibly improving the audience’s media literacy. Labeling also results in reputational costs for entities
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operating on behalf of the democracy’s adversaries. After beginning to label, an entity may choose not to change the content of its communications whatsoever, or its communications may become more tempered. The entity may alternatively decide that it has been too effectively hamstrung and cease operations entirely, in which case one spout of disinformation is closed. However, in either case, the effectiveness of any disinformation peddled by the entity is diminished, though the risk of the law’s being too broad remains. If too broad, it would inadvertently catch legitimate allies of democracy that happen to be operating on behalf of a foreign principal, thereby stymying protected speech or communications that may legitimately be in the interest of public discourse.

B. Laws Criminalizing Social Media Content

Figure 3 represents the causal pathways in play when a law criminalizing select social media content goes into effect.

![Figure 3](https://perma.cc/W2B8-JWHT)

Figure 3. Content Criminalization Model

A law like Germany’s NetzDG or France’s Law Against the Manipulation of Information provides the characteristics of certain types of content and mandates the circumstances in which the relevant social media platform is responsible for removing such content. These circumstances may include a time period during which the law is
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in effect or the minimum number of users a social media platform must have before being affected by the law. 67

Empirical studies of such laws have been inhibited by a lack of uniformity in reporting and monitoring standards, which make affected social media platforms’ operations rather opaque. 68 However, there is enough evidence to generate the model above.

Once a law criminalizing social media content is enacted, an affected social media platform faces a choice pertaining to how diligently it wishes to moderate its users’ posts. This decision is a function of an array of externalities, including the platform’s knowledge of the (in)effectiveness of the government’s oversight and enforcement mechanisms, calculation of the cost of noncompliance, assiduousness of its users’ flagging of suspect content, and the extent to which it genuinely wishes to curb the spread of disinformation. 69 If a platform chooses to act and remove content, then one of two things is possible: either it eliminates actual disinformation, or, due to a mix of overzealousness and disingenuous reporting on the part of bad-faith or ill-informed users, it removes innocuous or truthful content. 70 If content moderation is automated, the risk of overmoderation increases. 71 If the removed content truly was disinformation, then there is the risk of the Streisand effect occurring, whereby removing or prohibiting certain content inadvertently publicizes it further. 72

If, on the other hand, a platform chooses not to fulfill its obligations under the law, a variety of enforcement mechanisms may be triggered. The platform could be fined, after which the causal chain circles back to making a decision—a loop that can go on indefinitely, so long as the platform is unfazed by the cost. 73 A judicial authority may be called to compel the platform to remove the offensive material, provided that the authority can do so in a timely manner. 74 However, this enforcement mechanism is accompanied with the risk of judicial overload. 75 Alternatively, the social media’s internal oversight mechanisms could be triggered, invariably delaying any outcome. 76
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69. See id. at 4–7.
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72. See Twworek & LEERSSEEN, supra note 29, at 3; Bayer et al., supra note 9, at 101.

73. More research into platform behavior is necessary here; though the literature believes that platforms will not engage in such loops because of the steep fines involved, there have been but a few instances of the fines coming into play. See Jankowicz & Pierson, supra note 29, at 10–11.

74. See Bayer et al., supra note 9, at 101.

75. Id.

76. See Jankowicz & Pierson, supra note 29, at 10–11.
Hanging over the entire causal chain is the specter of delay. The longer that a platform neglects to remove transgressive content, the longer it has to spread.\(^77\) If a time-bound judicial authority is empowered to order that content be taken down, there is the risk of a platform running out the clock until the deadline passes and the disinformation has already taken its toll, possibly achieving the strategic goal for which it was deployed.\(^78\)

### C. Bans on Social Media Platforms

The model depicted in Figure 4 shows the causal chain effected by an outright ban on a social media platform.

![Figure 4. Ban Causal Model](image)

Though there is limited empirical research directly linking bans to societal outcomes, there is enough to conclude that a ban, deemed “the most draconian defense countermeasure,” is the most effective step a government can take.\(^79\) Once a nation restricts access to a foreign social media platform, the effect is instantaneous, with much fewer people having access to the disinformation spread via the platform.\(^80\) Research shows that a ban precipitously cuts the number of users who continue to use (typically via a VPN) a banned platform, either because of their law-abiding nature or because using a VPN represents too great a hassle.\(^81\) However, users continuing to use the platform may become more radicalized, considering the exodus of much of the
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A ban also comes with reputational costs for the government in the eyes of many Western observers, who currently find it difficult to square such a countermeasure with Western values. In a democracy, a measure as radical and decisive as a ban is not made lightly, and it is unlikely that it will land on a good-faith actor. The purple node in the model represents the substantial number of externalities influencing the implementation of such a measure. A democracy issues a ban as a last resort, so the assumption is that considerable deliberation went into the decision, much informed discussion and research, and it was brought about by a consistent history of bad-faith behavior by the entity targeted by the ban. The few democratic regimes that have implemented a ban did so only in the context of war to ban entities controlled by an aggressor state.

III. DISCUSSION AND GAPS

Lamentably, “gaps” may be a slight misnomer, as the dearth of empirical research reveals that the entire field is just one massive gap. There are frustratingly few empirical studies evaluating the effects of existing counter-disinformation laws. Though the state of research into causal relationships depicted in models like Figure 1 is somewhat more robust, there have been insufficient efforts to link societal outcomes to enacted counter-disinformation legislation.

Counter-disinformation legislation easily lends itself to human rights analysis, but such analysis does not provide actionable data on the laws’ effects and implementation. Though existing empirical research is scarce, Section III shows that it is sufficient to create causal models of such laws’ effects and to identify the many lacunae in the literature which, if filled, would provide valuable evidence-based guidance for policymakers.

A. Labeling Laws

Researchers need more conclusive studies directly linking labeling laws to outcomes, including how audiences engage with labeled content, affected entity behavior
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prior to labeling, and entity behavior after beginning to label. A labeling law combats disinformation indirectly by controlling the messenger rather than the message. The most visible existing law—FARA—has come under extensive criticism for its vague definitions and sporadic oversight and enforcement. Little direct research on the law’s effects exists, but IDEAL can be leveraged in this case, because labeling can be an effective deterrent, even in a hyper-partisan environment. Case studies and quantitative research on how entities have responded to being forced to label in the past would be invaluable for policymakers looking to improve FARA or to pass similar legislation.87 Understanding the law’s effects in recent history would allow policymakers to tinker with it to improve its transparency of implementation and predictability of application.

Without effective oversight and enforcement, a labeling law relies on the law-abiding behavior of affected entities. Moreover, it is vital to understand that it only affects those entities disseminating white propaganda, and not even effective oversight and enforcement would make it a proper countermeasure to spreaders of gray and black propaganda.88

B. Content Criminalization Laws

The most attempted counter-disinformation legal intervention in democratic countries has been content criminalization. To stay abreast of freedom of speech provisions, these laws narrowly determine the kind of content to be regulated not only by characterizing the content but via complementary content-neutral parameters. Two such laws have been the focus of most of the literature—France’s Law Against the Manipulation of Information and Germany’s NetzDG—but the variety in their implementation, oversight, and enforcement accords bountiful ground on which to conduct empirical studies.89 Existing studies have attempted to track the raw amount of removed content, and social media platform reporting behavior, but much more empirical research is necessary to enable the use of IDEAL and to link the laws to societal outcomes.90 Future studies should address not only social media platform behavior in policing forbidden content and reporting on their efforts but the accuracy of platform policing (i.e., identifying the proportion of removed content that is actually misinformative), the effectiveness of fining versus judicial intervention as an enforcement mechanism, probability of judicial overload, and conditions giving rise to the Streisand effect, to name but a few important data for policymakers.

87. See Burris et al., supra note 19, at 1 (explaining that legislators need empirical inputs to craft effective policy).
88. White propaganda is propaganda spread by a source whose identity and motives are clear, gray propaganda is propaganda whose true source is unclear, and black propaganda is propaganda deceptively and falsely attributed to a source other than the one disseminating it. Vanessa Molter & Renee DiResta, Propaganda and Pandemics: How Chinese State Media Shapes Narratives on Coronavirus, STAN. INTERNET OBSERVATORY, https://hai.stanford.edu/sites/default/files/6-renee_diresta_coronavirus.pdf [https://perma.cc/34EJ-7KJV].
89. See supra note 67.
90. See supra Parts II.B–C.
C. Bans

Democracies are beginning to entertain the idea of explicitly banning an entity from a nation’s information space more and more now that Ukraine, the Baltic nations, and the collective European Union selectively activated the ban hammer in cases in which the banned entities’ primary purpose was—beyond a reasonable doubt—the weakening of these nations’ democratic firmament.91

Banning a social media platform via law, executive order, or National Security Council decision measurably reduces exposure to disinformation by lowering the number of users but has also triggered reputational costs among Western observers, at least as evidenced by the wealth of critiques based on human rights analysis. However, with the European Union’s ban on RT and Sputnik, perhaps there is a growing realization among Western policymakers that a ban is nothing more than another instrument in the toolbox—one requiring exactly precise definitions and robust guardrails to keep us from the slippery slope, to be sure, but a viable and effective instrument, if deployed tactically.

However, interdisciplinary (including empirical) research is necessary to determine the best way to implement a ban. Among other priority topics, necessary research includes identifying the criteria (content-based, content-neutral, geopolitical, etc.) by which a ban would be appropriate for a democratic government, identifying the processes through which past bans were implemented, measuring their effects on a government’s perceived trustworthiness, and tracking whether a platform’s behavior changes after being banned. Putting in the hands of policymakers concrete cause-and-effect empirical data showing a ban’s precision and side effects would also mitigate rights-based critiques.

D. Linking Laws to Macro Models of Disinformation

Counter-disinformation laws do not exist in a vacuum, and causal models must be contextualized within broader societal models of disinformation spread. The model depicted in Figure 1 is not the only possible visualization, and efforts to refine it are welcome. Furthermore, there are other models that must be generated, as social media are not the only vector for disinformation spread, nor the only vector addressed by existing laws. Though there are obstacles to measuring news consumption behavior in the twenty-first century,92 television remains a widely consumed source of information in many democratic nations,93 along with online news publications, and though disinformation’s strategic goal is constant, there are nuances in the tactical objectives of

---


disinformation’s dissemination via television or legitimate online print news sources.\textsuperscript{94} These nuances should be reflected in causal models demonstrating how disinformation spreads via television and print news outlets—our objective is competently tailored legislation, and it is only possible with sufficient conceptual and empirical data.

As demonstrated, Germany’s NetzDG and France’s Law Against the Manipulation of Information are designed to disrupt the central node (“False information spreads through social media”) in Figure 1.\textsuperscript{95} Something like Ukraine’s ban of V Kontakte and Odnoklassniki targets the same node, only more fundamentally, removing not just select content posted on the social media platform but the entire platform itself.\textsuperscript{96} FARA, meanwhile, seeks to combat the media illiteracy fueling misinformation spread and the audience’s inability to identify unreliable sources of information by publicly identifying a source’s foreign principal.\textsuperscript{97}

Other legislation could conceivably be tailored to inhibit the spread of disinformation by targeting other links in the chain, like laws diminishing financial incentives for generating viral content\textsuperscript{98} or laws setting standards for social media’s dissemination algorithms.\textsuperscript{99} Cohen et al. parsimoniously categorize counter-disinformation measures as targeting either production, distribution, or consumption,\textsuperscript{100} but as the conceptual models show, production, distribution, and consumption can translate into a broad array of nodes in a causal chain. The possibilities are many, and having such a visualization—and being aware of the research gaps the visualization reveals—is a critical input for policymakers seeking to stem disinformation’s corrosive effects.

CONCLUSION

Counter-disinformation legislation is a burgeoning field of law, one that could be an effective instrument in a democracy’s toolbox. However, as the literature keeps reminding us, “legal measures to target [disinformation] may result in unexpected scenarios.”\textsuperscript{101} This Article has presented a preliminary and admittedly limited application of IDEAL, using available empirical research to connect a law’s implementation with its legal effects down the causal chain. However, just as there is limited direct research on the laws’ effects, there is also dishearteningly little research that we could use via IDEAL to infer causality in intermediate links. Once researchers

\textsuperscript{94} See Bayer et al., supra note 9, at 52–59 (exploring the different channels through which disinformation is disseminated).
\textsuperscript{95} See supra Part II.B.
\textsuperscript{96} See supra Part II.C.
\textsuperscript{97} See supra Part II.A.
\textsuperscript{98} See European Commission, supra note 49, at 7 (addressing the importance of demonetizing the spread of misrepresentative or misleading ads).
\textsuperscript{99} See Bayer et al., supra note 9, at 13 (discussing the desired manner in which social media algorithms should function).
\textsuperscript{100} Cohen et al., supra note 79, at 61.
begin to fill the empirical gaps in the counter-disinformation literature, IDEAL’s application would be considerably more fruitful—it could well be the method that empowers us to make the unexpected expected, “provid[ing] plausible and actionable insights that can better inform guidance documents, as well as targeted strategies for research, policy and advocacy.”

Few democracies have deployed the law as a remedy to the plague of disinformation, but more and more democratic governments worldwide are debating legal measures as a viable possibility. However, counter-disinformation law is woefully understudied, with little empirical evidence supporting policymakers, preventing us from understanding the precise mechanisms at work. The application of IDEAL could dispel this uncertainty.

102. Burris et al., supra note 19, at 9.